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Tape as a Archvie 
● My collaborators have 

frequently made tape the butt 
of jokes. 

● IT folks prefer a lower-latency 
solution. 

● IT folks have banked on SSD 
or other spinning solutions. 

● But the cost are high and 
there is a cost/benefit issue. 

The Empire has chosen Tape!
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HPC Resources

• Mesabi
– Cores: > 18,000
– Memory: 67 TB
– Accelerators: 80 K40 

gpGPUs
– Peak: 675 TF
– 320 Gbps to Storage

• MSI Users
– PI Accounts: 700
– Users:  > 3000

• New Technologies
– FPGAs
– Nvidia GPUs
– Intel PHI
– Storage (Intel NVME)
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Storage
• High Performance Storage

– 3.1 PB Usable
– 48GB/s read/write
– Available on HPC resources

• Tier-2 Storage
– 3.1 PB Usable
– Available via Amazon’s S3 interface
– Available anywhere in the world

• Archive Storage
– > 3.5 PB tape-based storage 
– offline storage
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Global Panasas Storage
• 32 shelves of Panasas
• Each shelf has 10 storage + 

1 director blade
• Each shelf is capable of 1.5 

GB/sec and 50-70kIOPS
• System as a whole > 1 

MIOPS, 48 GB/sec
• 4.5 PB; Globally available > 

2000 clients
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Over 320M objects; 1198 TB; 
Avg Modify time: 07/24/2014
Avg Access time: 12/23/2015
Less than 360 TB used in last 
six months. 
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Tier Two Storage
• 2015 – Developed In-house expertise with CEPH 

(Object File Storage) 
• 2016 – Deployed 3.1 PB of CEPH Storage available via 

an S3 interface. 
• Deployed node “bricks” of 60 x drive systems with 12 

SSDs System 
• Multiple 10 GbE per “brick”
• Software-based Erasure Encoding 4+2 (RAID-6) 
• Community is warming to CEPH ( MSI presented BOF 

at Supercomputing 2015)
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New Shelves Added
Old  Shelves Removed

800 TB used
504 TB data

3.1 PB Available
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Tier Three Storage
• Blackpearl currently piloting program  
• Media costs are as low as $4/TB/year (5 year 

retention -- can be much lower based upon 
tape retention). 

• Blackpearl device from Spectralogic to allow 
for self-service use of the tape archive.   (Up 
to 1 GB/sec transfer rates.) 

• Globus connects users to Blackpearl
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Why use tape? 

• 1000x more reliable than a USB drive
• 100x more reliable than an enterprise class 

drive
• Tape capacities are increasing and cost of 

maintaining storage is only 10% of initial 
acquisition (new media cost/TB)

• 15 years of lifetime or 5000 tape mounts or 
200 re-writes

• Tapes don’t need power or cooling.
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Globus Endpoints connected at 
10 GBE, firewall bypass.   
Switch to switch on dedicated 
40 GbE lane.   

GLOBUS Network Diagram
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Tier 3 policies
• One ‘bucket’ per group
• Tools to chunk data to adequate sizes

– Duplicity 
– Tar

• Must purchase 5 years of storage 
• May manipulate archive 
• Globus provides data movement 

channel
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Conclusions/Future
• MSI will launch provider service for 

Tier-3 archive storage in July 2017. 
• Keys will be managing user expectation 

and MSI is developing polices to do just 
that. 

• Discussing possibly offer service 
University-wide.   

• Stay tuned.   
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Backup Slides
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HPC Center Differences
• MSI provides high performance computing 

resources 
• Less emphasis on reliability (1 or 2-9s of 

uptime) typically 97% or better.
• Our users require high performance global 

storage shared with > 2k clients.
• MSI tolerates a high degree of risk in the 

deployment of systems.
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Big Data What does it 
mean? 

• Lines are blurred at MSI. 
• Each Mesabi node has access to 

multiple storage platforms. 
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Big Data Requirements
• Sustainable Storage Model to provide 

the PBs needed. 
– Data Retention Policies
– Multiple Storage Options 

• Compute Resources to analyze 
• Bandwidth to Move Data Around
• Share the results
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Persistent Big Data Resources

• 20 SuperMicro nodes 
E5-2680v2 10 core 
processors; 128 GB 
ram. 

• Each node has 12 x 6 
TB  SATA3 drives, 1.2 
PB of aggregate 
space.

• 10 GbE network.
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Storage Soap Box
• RAID is challenged by large 

disk units, rebuild time and 
filesystem metadata limits. 

• Object based storage is 
scalable and uses “RAO”= 
Redundant Array of 
Objects.    

• Users with data want to 
share that data.

RAID
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Storage Soap Box
• NAS storage is always 

limited by a metadata 
server which is a single 
point of failure.  

• RAID units scale as the disk 
size, all blocks must be 
rebuilt.   No intelligence in 
most systems. 

• Distributed Model needed.

•
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Analysis of Global Storage
• Monthly home directory snapshots of MSI 

storage (stat of each file), 250M objects per 
snapshot

• These are aggregated on a hadoop file 
system and Apache PIG is used to perform 
the analysis.  

• 20 months of snapshots used in analysis up 
to April 2016.   Over 5 B records (2.6 TB of 
data). 
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Hadoop System Applications
• Use Hadoop version 2.7.1
• Pig script version 0.15.0
• These Applications Run on our 1.2 PB/20 

node cluster
• Spark available
• Possible to run on an HPC system with an 

non-persistent HDFS
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Example Pig Script

filestat= LOAD '...' using org.apache.pig.piggybank.storage.CSVExcelStorage(',','

YES_MULTILINE', 'UNIX', 'SKIP_INPUT_HEADER') AS (fields...);

fstat_all = FILTER filestat by gid > 0 ; 

fstat_all2 = FILTER fstat_all by mtime > 0L and  mtime <1461539014L ;

fstat_all3 = GROUP fstat_all2 by gid;

my_table_distinct = foreach fstat_all3 GENERATE group, COUNT(fstat_all2) as numfiles, 
SUM(fstat_all2.size) as rawsize, SUM(fstat_all2.blocks) as sizeblocks, AVG(fstat_all2.mtime) 
as mtime1, AVG(fstat_all2.atime) as atime1;

ordered_table = ORDER my_table_distinct by mtime1 DESC; 

dump ordered_table;

No Parallel 

Programming 

Experience Needed! 
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Research Data Experience
• Huge amount of 

churn:   86 TB 
deleted + 109 TB 
added/monthly.

• Users are 
quota-bound and 
alternative storage is 
available.  
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Non-linear growth

30 day bins

1 day bins

Aggregate Storage
TB/day!

Moore’s Law
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50% of data last modified 3/2014
50% of data last accesses  11/2014

Average Modify Date 5/1/2013
Average Access Date 6/19/2014

Delta between Access and 
Modify time (shifted).

1 year between access and modify time
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Toward Sustainable Storage
• MSI is shared resource; demand for storage is 

high and drives MSI to look for alternatives 
relatively small amount of “hot” data. 

• Developing tiers of storage. 
• Spinning disk tier for short term data (CEPH, Tier 

2)
• Tape, yes, Tape, for long term storage—at the 

least expensive, for a spinning disk system per 
TB/year, the electrical+cooling costs start to 
equal the capital costs. 
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More tips
• Work product should go into a cloud 

storage and/or use RCS (github,svn,etc)
• Backup user’s systems with a backup 

product (if you don’t they will and will 
naturally pick the least efficient model)

• Offer a tiered storage model for hot, 
medium and cold data.
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Data Transfers
• MSI has a Globus subscription.   
• Dedicated Servers for endpoint 

(transfer-optimized) 
• Transfers occur out of band/in batch system.
• Endpoints for Tier 2 and 3 storage systems 

available. 
• Transfer Rates exceeding 2.5 Gbps between 

MSI and NCSA, others.  
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Hadoop RIS Projects
• MSI RIS group (Research Informatics 

Solutions) provides solutions in the 
biological/medical space. 

• RIS used hadoop on two projects
– Speeding up a program for detecting 

deletions and duplications on genes (CNV 
program)

– Programmatically searching pubmed 



Copy Number Variation
Personalized Medicine
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• Why hadoop for searching pubmed
– NCBI API offer limited type of queries
– Only useful with a small dataset 

• Need ability to  executes 1000s of queries for a single 
dataset

– We used PIG (on top of hadoop)
– Next two slides illustrate use of PIG to search pubmed 

and validation we are getting correct results

Searching Pubmed
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Using hadoop to search pubmed

Total of 5 
commands

two articles returned: 20957528 , 
20724175 

Find any article with proteomic or microscopy in the title and 
neuropeptides or nanopharmacology in the abstract
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Same search on pubmed site : to validate we get the same 
results
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Conclusions
• HPC is becoming more data-driven
• Important to understand data lifecycles 

and plan for them
• Input-Output can continue to be 

optimized (processors are limited here)
• Big Data means a place for storage of 

data, processing of data and 
mechanisms to share that data. 
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MSI is an External Service Organization

Storage resources, 
Consulting, and System time 
available for external entities

Current and Former Customers
● US Golf Association
● PepsiCo
● Cargill
● Syngenta
● Third Wave Systems

https://www.msi.umn.edu/content/service-catalog

or 

email: help@msi.umn.edu 

https://www.msi.umn.edu/content/service-catalog
https://www.msi.umn.edu/content/service-catalog
mailto:help@msi.umn.edu
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Questions
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Organization

Office of the Vice President for Research

Advanced 
Systems 

Operations

- Common Services
- HPC Systems

- Storage Systems
- Hosted Services

Scientific 
Computing 
Solutions

-- Optimization
 -- Benchmarking
-- HPC Research

Workflow & pipeline 
Development

Application 
Development

Solutions

- Custom App 
Dev

- System 
Programming

Research 
Informatics 
Solutions

-Informatics 
education

-Informatics 
research

-Informatics 
services

-Life Science 
Computing

User Gateway 
Group

-- User Support 
Lead

-- User Training
-- On Boarding

-Communications
-- Outreach
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Services

Consulting

Batch HPC

Interactive
HPC

Web Portals &
Databases

Data Storage
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Interactive HPC

• Mesabi
– Cores: 16,848
– Memory: 67 TB
– Accelerators: 80 K40 

gpGPUs
– Peak: 675 TF

• Itasca
– Cores: 8,744
– Memory: 31.3 TB
– Peak: 100 TF

• Cascade
– 32 Tesla gpGPUs
– 8 Kepler gpGPUs
– 2 Intel Phi 
– 192 CPU Cores

Environments 
• iSub:
• NICE:
• Citrix for Windows
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Portals & Databases
Multiple “omics” platform

Emphasis on Mass Spectrometry based Proteomics
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Portals & Databases
Minnesota Biodiversity Atlas

Working with the Bell 
Museum and Zooniverse to 
organize and annotate 
images of specimens.
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Portals & Databases
Food Protection and Defense Institute

• FIDES 
– ID potential 

disruptions to food 
supply

– ID food system 
disruptions using 
open news media

• FIDES extension 
to water supply 
data
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Collaborations
International AgroInformatics Alliance

Reimagine the role of informatics to improve agricultural, food and 
nutritional outcomes worldwide

• Clusters: 

– Corn Cluster: Creating and Testing Spatially Integrated Database Design Options and 
Prototypes 

– Wheat Cluster: Scoping Alliance Partnerships
– Rosacae and Solanacae Cluster: Characterization of the Molecular Resistance 

Repertoire 
– Soybean Cluster: Rescue, Redeployment and Re-envisioning Breeding Related Data
– Engineering Access: Application & DBs in Real World Environments
– IAA-Innovation Partnerships: IPR, Data Privacy and Data Sharing Practices
– Potato Cluster: Rescue, Redeployment and Re-envisioning Breeding Related
– Oats Cluster: Rescue, Redeployment and Re-envisioning Breeding Related Data
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Consulting

• 24 -- Consulting Staff
• 17 -- Staff with advanced degrees
• 10 to 20 -- Workshops and Tutorials annually
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Research Outcomes
• 1,831 MSI PI publications
• 935 Unique journal titles
• 165 MSI PI pubs in high impact journals
• $427 Million C&G funding by MSI PIs
• $66 Million by top 25 MSI users
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Questions


